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We use the weighted histogram analysis method [S. Kumar, D. Bouzida, R. H. Swendsen, P. A.
Kollman, and J. M. Rosenberg, J. Comput. Chem. 13, 1011 (1992)] to calculate the free energy
surface of the ST2 model of water as a function of density and bond-orientational order. We per-
form our calculations at deeply supercooled conditions (T = 228.6 K, P = 2.2 kbar; T = 235 K,
P = 2.2 kbar) and focus our attention on the region of bond-orientational order that is relevant to
disordered phases. We find a first-order transition between a low-density liquid (LDL, ρ ≈ 0.9 g/cc)
and a high-density liquid (HDL, ρ ≈ 1.15 g/cc), confirming our earlier sampling of the free energy
surface of this model as a function of density [Y. Liu, A. Z. Panagiotopoulos, and P. G. Debenedetti,
J. Chem. Phys. 131, 104508 (2009)]. We demonstrate the disappearance of the LDL basin at high
pressure and of the HDL basin at low pressure, in agreement with independent simulations of the
system’s equation of state. Consistency between directly computed and reweighted free energies, as
well as between free energy surfaces computed using different thermodynamic starting conditions,
confirms proper equilibrium sampling. Diffusion and structural relaxation calculations demonstrate
that equilibration of the LDL phase, which exhibits slow dynamics, is attained in the course of the
simulations. Repeated flipping between the LDL and HDL phases in the course of long molecular
dynamics runs provides further evidence of a phase transition. We use the Ewald summation with
vacuum boundary conditions to calculate long-ranged Coulombic interactions and show that con-
ducting boundary conditions lead to unphysical behavior at low temperatures. © 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4769126]

I. INTRODUCTION

The distinctive physical properties of liquid water1, 2 in-
clude an unusually large isobaric heat capacity compared to
that of common liquids, expansion upon freezing, and nega-
tive thermal expansion below 4 ◦C. These characteristics exert
a profound influence on the earth’s physical landscape and on
its climate. Furthermore, because the chemical and physical
processes essential to life, as we know it, occur in an aque-
ous medium, the rates, mechanisms, and equilibrium states of
such processes are profoundly influenced by water’s physical
properties.1

Liquid water’s anomalies are exacerbated in the
supercooled state, when it is metastable with re-
spect to crystallization.3–6 For example, the isothermal
compressibility,7–9 isobaric heat capacity,10–14 and the mag-
nitude of the negative thermal expansion coefficient15–17 of
supercooled water at ambient pressure increase sharply with
decreasing temperature. The largest inventory of supercooled
water occurs in clouds4 and its physical properties determine
the mechanisms and rates of important atmospheric phenom-
ena such as ice formation, rainfall, and electrification.18–21

Ever since the pioneering work of Speedy and Angell focused
the attention of the scientific community on the properties of
supercooled water,7 there has been a sustained effort involv-
ing experiments, theory, and computer simulations aimed at

a)Author to whom correspondence should be addressed. Electronic mail:
pdebene@princeton.edu.

understanding the microscopic origin and thermodynamic
implications of the anomalous increase in water’s response
functions upon supercooling.

One interpretation of the experimental facts was pro-
posed by Poole et al. 20 years ago,22 based on computer sim-
ulations of the ST2 model of water.23 These authors proposed
that there exists in supercooled water a metastable, first-order
phase transition between high-density and low-density liquid
phases (HDL and LDL, respectively), which terminates at a
critical point. The presence of such a critical point would
explain the increase in response functions upon supercool-
ing. According to the liquid-liquid phase transition scenario
(LLPT), the experimentally-observed sharp density changes
that occur between the low- and high-density forms of glassy
water24–26 are but the structurally-arrested manifestation of
the LLPT. Alternative interpretations of the increase in re-
sponse functions upon supercooling do not, however, invoke
a LLPT.27–29

A phase transition between two liquid phases of the same
substance involves smaller density and enthalpy changes than,
say, a vapor-liquid transition. Accordingly, the characteristic
energy and hence the critical temperature associated with such
a liquid-liquid transition would be considerably lower than
the ordinary vapor-liquid critical temperature.30 Experimental
evidence either consistent with or suggestive of a liquid-liquid
transition in water31, 32 and other liquids33–39 has, accordingly,
invariably involved supercooled states.

Experimental studies aimed at substantiating or disprov-
ing the LLPT in water are especially challenging on account
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of the deep penetration into the supercooled region that would
be needed in order to approach the metastable critical point.
One interesting approach has been to suppress ice nucleation
by confining water in hydrophilic pores of nanoscopic dimen-
sions (e.g., Refs. 40–42). Relating the observed behavior of
nanoconfined water to that in the bulk remains a challenge
and renders the interpretation of such experiments far from
straightforward.43

Theoretical progress on the subject of liquid-liquid tran-
sitions in pure substances can be classified into two broad cat-
egories. One particularly fruitful body of work has focused
on the development of microscopic models whose physical
parameters can be tuned so as to either exhibit a LLPT or
not (e.g., Refs. 44–47). The value of such work lies in the
microscopic insight that it provides as to possible molecu-
lar mechanisms that can underlie liquid-liquid phase sepa-
ration in a pure substance. Equally illuminating have been
studies aimed at investigating the extent to which experimen-
tal data for water (e.g., volume as a function of temperature
and pressure) can be correlated with theoretically-based ex-
pressions, such as those that arise from the theory of criti-
cal phenomena.8, 48–51 The goal of this body of work, in other
words, is to examine whether the existing experimental evi-
dence is consistent (or not) with the presence of a metastable
critical point.

Computer simulations have played an important role
in the investigation of deeply supercooled water, beginning
with the above-mentioned pioneering work of Poole et al.22

Although much has been learned about the microscopic
structure, transport, and thermodynamic properties of super-
cooled water (e.g., Refs. 52–58), it is not until quite re-
cently that state-of-the-art methods designed specifically for
the computational study of phase transitions have been de-
ployed in the investigation of the LLPT in water. Liu et al.59

used histogram-reweighting grand canonical Monte Carlo
simulations60 and showed the existence of a LLPT in the
ST2 model of water23 with Ewald summation treatment of
long-ranged electrostatic interactions.61 Sciortino et al.62 ob-
tained similar conclusions using successive umbrella sam-
pling grand canonical Monte Carlo simulations of the ST2
model with reaction field treatment of long-ranged Coulombic
interactions.61 The ST2 potential enhances tetrahedral order
and consequently exhibits anomalies, such as negative ther-
mal expansion, up to higher temperatures than real water (at-
mospheric pressure density maximum at ca. 330 K in ST2 vs
277 K in real water). This allows the computational investi-
gation of water anomalies to be conducted at higher temper-
atures compared to other popular force fields (e.g., SPC/E63),
thereby avoiding prohibitively slow structural equilibration
rates.59

Both the studies of Liu et al.59 and of Sciortino et al.62

were challenged by Limmer and Chandler.64 These authors
calculated the free energy surface of two models of water, as
a function of density, and a bond-orientational order parame-
ter that can distinguish crystalline from amorphous phases.65

Limmer and Chandler used a hybrid Monte Carlo scheme in
the (N, P, T) ensemble to propagate trajectories, umbrella sam-
pling to control the order parameters and the multi-state Ben-
nett acceptance ratio66 method to unweigh the biased simu-

lation data and estimate the free energy differences between
windows. Most of the calculations performed by Limmer and
Chandler pertained to the mW coarse-grained model,67 but
they also studied the ST2 model with Ewald summation treat-
ment of long-ranged Coulombic forces. They concluded that
the LLPT in ST2 water is really a liquid-crystal transition
and that at no range of temperatures and pressures inves-
tigated is there more than one liquid basin. They reached
similar conclusions for the mW model. The work of Lim-
mer and Chandler is an important methodological advance.
It pointed out the importance of computing the free energy
not just as a function of density but also as a function of order
parameters that can distinguish crystalline from amorphous
states.

In addition to the above-mentioned work of Liu et al.59

and of Sciortino et al.,62 behavior consistent with the exis-
tence of a LLPT in ST2 water has most recently been ob-
tained by Kesselring et al.,68 who observed persistent flipping
between LDL and HDL states in μs-long (N, P, T) molecu-
lar dynamics (MD) simulations and used finite-size scaling
to locate the critical point. In light of the inconsistency be-
tween the conclusions of Limmer and Chandler64 and those
of Liu et al.,59 Sciortino et al.,62 and Kesselring et al.,68 in
this work we undertake a detailed investigation of the free
energy surface of ST2 water with Ewald treatment of long-
ranged Coulombic forces as a function of both density and a
bond-orientational order parameter.65 Our calculations focus
on the region of bond-orientational order relevant to disor-
dered phases and provide clear evidence of a LLPT in this
model.

None of the existing classical models of water is ac-
curate enough to answer the question of the existence or
lack of a LLPT in real water. Rather, studies such as the
present one provide insight into the still poorly understood
but important question of what specific aspects of a force
field can give rise to liquid-liquid immiscibility. It is hoped
that such investigations will eventually yield a taxonomy of
water force fields with respect to their ability to describe a
LLPT.

We emphasize here that the conclusions arrived at in
this work pertain exclusively to the ST2 model of water. In
studies of the LLPT in water, our experience suggests that
generalizing to other models findings that are specific to a
given force field should be avoided. Thus, as will be dis-
cussed in detail in Sec. III, the LDL phase of ST2 can be
fully equilibrated over times that are accessible to simula-
tion. The interesting possibility, observed computationally in
studies of the coarse-grained mW model,69, 70 and addressed
also in theoretical work,71, 72 that at conditions relevant to
the hypothesized LLPT the liquid phase cannot be equili-
brated before crystallization occurs, needs to be ascertained
for each specific model, and is of course of relevance to real
water.

This paper is organized as follows: Methodological de-
tails, including definition of the model, simulation meth-
ods, and error estimates, are provided in Sec. II. Section III
presents our main results and a discussion thereof. The main
conclusions and suggestions for future work are presented in
Sec. IV.
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II. METHODS

A. Model system

In the ST2 model,23 each water molecule has a tetrahedral
geometry, with an oxygen atom at the center and four rigidly
located point charges (two fractional positive charges repre-
senting partially shielded protons and two fractional negative
charges) located at the vertices. The distances to the oxygen
from a partial positive charge (q = +0.24357e) and from a
partial negative charge (q = −0.24357e) are 1 Å and 0.8 Å,
respectively. Oxygen-oxygen interactions are described using
the Lennard-Jones potential with a characteristic distance σ

= 3.10 Å and a characteristic energy ε = 0.31694 kJ/mol.
The Coulombic interactions between the charges are supple-
mented with a modulation function that varies smoothly be-
tween 0 at small distances (r ≤ 2.0160 Å) and 1 at large dis-
tances (r ≥ 3.1287 Å) and reaches 0.5 at r = 2.5724 Å, where
r is the oxygen-oxygen distance.

In this work, as in our previous study59 of low-
temperature phase behavior in ST2 water, we supplement the
original model introduced by Stillinger and Rahman23 and de-
scribed above, by accounting for long-ranged Coulombic in-
teractions using the Ewald summation.61 Details on the im-
plementation of the Ewald calculations are given in Secs. II B
and II C below.

B. Umbrella sampling NPT Monte Carlo simulations

In our study, simulations of 192 water molecules were
carried out in a cubic box, under periodic boundary conditions
in the x, y, and z directions. We used a cutoff at r = 6.975 Å
(2.25 σ ) for the Lennard-Jones interactions between oxygen
atoms. The standard long-range corrections for the Lennard-
Jones potential using a mean field approximation were in-
cluded in our calculation.61 The long-range Coulombic inter-
actions between the charged sites of water molecules were
calculated using the Ewald summation with vacuum bound-
ary conditions, in accordance with our previous work.59 In
the Ewald summation, the real-space sum is calculated using
the minimum-image convention; the parameter describing the
width of the screening charge Gaussian distribution was set
to 5/L, where L is the box length and 518 wave vectors were
used in the reciprocal space sum.

Umbrella sampling calculations were performed in the
NPT ensemble Monte Carlo simulations at two conditions:
(228.6 K, 2.2 kbar) and (235 K, 2.2 kbar). The former state
point is very close to coexistence conditions according to our
equation of state calculations for this model (see Sec. III) and
the latter state point was studied by Limmer and Chandler.64

Following these authors, we employed the following biasing
potential:

�U = k1(ρ − ρ∗)2 + k2(Q6 − Q∗
6)2, (1)

where ρ is the density of the system and Q6 is the bond-
orientational order parameter,65 which is used to distinguish
crystalline from liquid configurations. ρ∗ and Q∗

6 are the con-

trolled density and bond-orientational order parameter in each
window. We adopted the values k1 = 6000 kBT (cc/g)2, k2

= 2000 kBT, where T is temperature and kB is Boltzmann’s
constant.

The parameter Q6 is a function of the system’s averaged
spherical harmonic components.65 We first calculated the av-
eraged spherical harmonics of each molecule i with respect to
its 4 nearest neighbors

qi
l,m = 1

4

4∑
j∈nni

Ym
l (φij, θij ), −l ≤ m ≤ l, (2)

where Ym
l (φij , θij ) is the l,m spherical harmonic function of

the angular coordinates of the vector joining molecules i and
j. The averaged special harmonics of each molecule were then
summed

Ql ,m =
N∑

i=1

qi
l ,m. (3)

The bond-orientational order parameter Ql is a rotationally-
invariant quantity constructed from Ql, m

Ql = 1

N

(
l∑

m=−l

Ql,mQ∗
l ,m

)1/2

. (4)

The value of Q6 is around 0.5 for crystalline configurations
and changes very little with system size. For amorphous
phases, Q6 vanishes as N−1/2, where N is the system size and
takes on a small value (∼0.05 in our case) in a finite system.

For the calculation of the liquid-state free energy surface,
we performed simulations in 35 density windows in the range
0.9 ≤ ρ∗ ≤ 1.24 g/cc, in steps of 0.01 g/cc and in two Q6

windows, with Q∗
6 set to 0.05 and 0.07. In windows with

0.90 g/cc ≤ ρ∗ < 1.0 g/cc, we performed 32 to 80 parallel in-
dependent runs per window, each with 0.2 × 109 to 109 steps.
For windows with 1.0 g/cc ≤ ρ∗ ≤ 1.24 g/cc, we performed
20 parallel independent runs in each window and each run
was about 0.2 × 109 steps. The initial configurations were
prepared in two ways: (i) several long NPT molecular dynam-
ics simulations were conducted at 228.6 K, 2.2 kbar and con-
figurations spanning a broad density range were taken after
the system was equilibrated for at least 60 ns. Those config-
urations then become the initial configurations in the corre-
sponding MC umbrella windows, i.e., the windows with ρ∗

closest to the density of the configuration, and were simulated
with different seeds for generating microstates. (ii) Configura-
tions with ρ ∼ 0.90 g/cc from MD simulations were taken and
simulated in the MC windows with ρ∗ = 0.90 g/cc. The con-
figurations with ρ and Q6 in the overlapping range with the
adjacent windows were then taken as initial configurations for
the subsequent window. The ratio of single particle displace-
ment, rotation, and volume change moves was N: N : 2, where
N is the total number of molecules. In displacement moves,
the maximum move size was 0.15 σ . In rotation moves, a
randomly selected molecule was rotated by an amount uni-
formly distributed between −π /5 and +π /5 about one of the
three space-fixed axes chosen at random. In volume moves,
logarithmic volume moves were conducted and the maximum
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move size was 0.1 (in lnσ 3). Metropolis criteria61 were ap-
plied for accepting or rejecting moves and the acceptance ra-
tio was about 20%–30% for all types of moves. After equi-
librium was reached, histograms in the (U, ρ, Q6) space were
generated and combined using weighted histogram analysis
method techniques73 to obtain a global free energy surface in
the (ρ, Q6) space at conditions of interest.

In order to make sure that the free energy surface
obtained represents true equilibrated results rather than
non-equilibrium artifacts, we performed histogram self-
consistency checks in two different ways: (a) histograms at
(228.6 K, 2.2 kbar) were constructed first using only the data
at (228.6 K, 2.2 kbar). This was compared to the histograms
obtained by combining only the data at (235 K, 2.2 kbar)
reweighted to (228.6 K, 2.2 kbar). The consistency of his-
tograms at (235 K, 2.2 kbar) was also checked by compar-
ing them with histograms obtained at (228.6 K, 2.2 kbar) and
reweighted to (235 K, 2.2 kbar). As will be shown in Sec. III,
the agreement between original and reweighted histograms
was excellent. (b) Because the LDL phase has much slower
relaxation rates than the HDL phase, it deserves careful ex-
amination; we took a few configurations generated from MC
simulations in the HDL windows (1.13 g/cc ≤ ρ∗ ≤ 1.16 g/cc)
as initial configurations for the umbrella sampling simulations
performed in LDL windows in the range of 0.9 ≤ ρ∗

≤ 0.94 g/cc with the corresponding biased potentials, ran with
different seeds, and recalculated the free energy surface using

only those runs starting from HDL densities. Each simulation
was equilibrated for at least 500 × 106 steps before data were
collected. As will be shown in Sec. III, excellent agreement
between the free energy surfaces was obtained.

The uncertainties of the free energy surface were calcu-
lated by grouping the independent runs in each window ran-
domly into four subgroups and calculating the free energy sur-
face using only runs in the same group. The uncertainties were
therefore the standard deviations of the four independent cal-
culations. The simulations required a total of approximately
30 central processing unit years on 3 GHz Xeon processors.

C. NVT and NPT molecular dynamics simulations

We also performed NVT and NPT molecular dynamics
simulations at (228.6 K, 2.2 kbar), for sample initialization,
equation of state calculations, and phenomenological phase-
flipping observations. In order to avoid force discontinuities
due to the truncation of the intermolecular potentials, we
adopted the procedure of Ref. 74 to describe intermolecular
interactions. Specifically, we added a switching function to
the Lennard-Jones potential

ULJ (r) =
∑

uLJ (r)S(r) + ULJ,tail , (5)

where uLJ(r) is the Lennard-Jones function and S(r) is a poly-
nomial function of Z(r) = r2 − R2

lower

S(Z(r)) =

⎧⎪⎨
⎪⎩

1 if r ≤ Rlower

1 + AZ3 + BZ4 + CZ5 if Rlower < r ≤ Rupper ,

0 if r > Rupper

(6)

with A = −10/D3, B = 15/D4, C = −6/D5, and D = R2
upper

− R2
lower . The cutoffs in the switching functions Rlower and

Rupper were taken as 7.25 Å and 7.75 Å, respectively. The long
range correction for the Lennard-Jones interactions ULJ,tail

involves weighted integrals of uLJ(r) over the ranges Rlower

≤ r ≤ Rupper or r ≥ Rupper, which are documented in Eq. (6)
in Ref. 74.

The real space of the Ewald summation was calculated
using the same modulation function and cutoffs as for the LJ
potentials. In the reciprocal space, 2242 wave vectors were
used and the parameter describing the width of the screening
charge Gaussian distribution was set to 0.35 Å−1. As in our
previous work,59 we used vacuum boundary conditions. Tem-
perature and pressure were controlled using the method de-
scribed in Ref. 75, with the time scale parameter set to 500 fs
for both the barostat and the thermostat. The molecular geom-
etry was constrained using the RATTLE algorithm.76

III. RESULTS AND DISCUSSION

Figure 1 shows the (P, T) projection of the coexistence
line, terminating at the previously-reported critical point,59

and the spinodal curves. In Ref. 59 we obtained the (T, ρ)

projection of the coexistence locus. The black squares in
Figure 1 were obtained by performing independent MD sim-
ulations in the (N, V, T) ensemble at 223 and 228.6 K, using
N = 203, and calculating the coexistence pressure through a
Maxwell equal-area construction performed on the computed
P vs V equation of state, which exhibited van der Waals loops
at these two sub-critical temperatures. The coexisting densi-
ties were in excellent agreement with the previously-reported
(T, ρ) projection of the binodal curve. The pressure extrema
along the van der Waals loops define the spinodal curves: the
LDL phase is unstable in the region above the LDL spinodal
and the HDL phase is unstable in the region below the HDL
spinodal. At 228.6 K, the coexistence pressure was estimated
to be 2.2 kbars, which was the state point where we performed
most of our simulations.

A. Free energy surface

Using (N, P, T) umbrella sampling Monte Carlo sim-
ulations, we calculated the free energy surface in the (ρ,
Q6) plane at 228.6 K and 2.2 kbar, as shown in Figure 2.
The contours are 1 kBT apart. We found two liquid basins,
one centered around ρ = 1.15 g/cc and Q6 = 0.05,
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FIG. 1. (P, T) projection of the metastable phase behavior in ST2 water,
showing the liquid-liquid coexistence curve (black squares), the LDL spin-
odal (up-triangles), and the HDL spinodal (down-triangles). Solid (phase co-
existence curve) and dashed (spinodals) lines are a guide to the eye obtained
by fitting the data to polynomial functions. Red circle is the critical point
estimated in Ref. 59.

corresponding to the HDL phase, and the other one around
ρ = 0.91 g/cc and Q6 = 0.06, corresponding to LDL. Consis-
tent with the highly compressible character of phases in the
vicinity of a critical point, we find that the free energy surface
is very sensitive to changes in pressure. Figure 3(a) shows the
free energy surface at 228.6 K and 2.4 kbar. Note the disap-
pearance of the LDL basin. Figure 3(b) shows the free energy
surface at 228.6 K and 2.0 kbar. Note the disappearance of the
HDL basin. These results are in a very satisfactory agreement
with the independently calculated spinodal curves shown in
Figure 1.

FIG. 2. Free energy surface in the (ρ, Q6) plane at 228.6 K, 2.2 kbar. Each
contour line represents 1 kBT. Note the presence of two basins corresponding
to the low- and high-density liquid phases (LDL, HDL).

FIG. 3. Free energy surface in the (ρ, Q6) plane at (a) 228.6 K, 2.4 kbar
(b) 228.6 K, 2.0 kbar. Each contour line represents 1 kBT. Note the disap-
pearance of the LDL basin at high pressure (a) and of the HDL basin at
low pressure (b) in agreement with the independently-calculated spinodals in
Figure 1.

Figure 4 shows the density dependence of the contracted
free energy at various sub-critical temperatures

β F
(
ρ,Qmax

6

) = − ln
∫ Qmax

6

0
exp [−βF (ρ , Q6)] d Q6,

(7)
where Qmax

6 is the maximum value of Q6 considered in
the calculations (0.09 for the free energy surfaces shown in
Figures 2 and 3). The minima for each isotherm correspond to
the equilibrium LDL and HDL phases. In agreement with the
behavior reported in Ref. 59 we observe that over the range
of conditions investigated here, the density of the LDL phase
at coexistence changes modestly with temperature, whereas
the saturated HDL phase exhibits a more pronounced den-
sity dependence. The results shown in Figures 2 and 4 are
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FIG. 4. Density dependence of the contracted free energy obtained by inte-
grating over Q6 [see Eq. (7)] at phase coexistence conditions. Black curve:
224 K, 2.3 kbar; red curve: 228.6 K, 2.19 kbar; blue curve: 235 K, 2.0 kbar;
green curve: 238 K, 1.9 kbar. The relative vertical location of each isotherm
is arbitrary.

consistent with free energy vs. density calculations on the ST2
model using reaction field treatment of long-ranged electro-
static interactions.62

Figure 5 shows the contracted free energies (βF vs ρ)
at (228.6 K, 2.2 kbar: black) and at (235 K, 2.2 kbar: red).
The dashed and full lines correspond to reweighted and di-
rect calculations, respectively (dashed black = histograms
obtained at 235 K and reweighted to 228.6 K; dashed red
= histograms obtained at 228.6 K and reweighted to 235 K).
Figure 6 shows the free energy surface at (228.6 K, 2.2
kbar), where calculations in the LDL basins were performed
starting from HDL configurations generated from MC sim-

FIG. 5. Free energy as a function of density at (228.6 K, 2.2 kbar) and at
(235 K, 2.2 kbar). Solid black line: 228.6 K, 2.2 kbar, using histogram data at
228.6 K, 2.2 kbar; dashed black line: 228.6 K, 2.2 kbar, using data at 235 K,
2.2 kbar (reweighted); solid red line: 235 K, 2.2 kbar, using data at 235 K,
2.2 kbar; dashed red line: 235 K, 2.2 kbar, using data at 228.6 K, 2.2 kbar
(reweighted). The agreement between original and reweighted curves is an
indication that the simulations properly sample equilibrated phases.

FIG. 6. Free energy surface in the (ρ, Q6) plane at (228.6 K, 2.2 kbar), cal-
culated with the same HDL-region histograms used to generate Figure 2 and
separate LDL-region histograms obtained from simulations in the LDL win-
dows (0.90 ≤ ρ∗ ≤ 0.94 g/cc) that were first started from HDL configurations
(1.13 ≤ ρ∗ ≤ 1.16 g/cc) and subsequently biased to the LDL region. The
agreement with the free energy surface shown in Figure 2 is an indication
that the simulations properly sample equilibrated phases.

ulations that were equilibrated at high densities (1.13 ≤ ρ∗

≤ 1.16 g/cc) and biased to the LDL basin. The resulting his-
tograms were then reweighted jointly with the same HDL-
density histograms used to generate Figure 2, yielding the sur-
face shown in Figure 6. The very good agreement between the
free energy surfaces shown in Figures 2 and 6, and between
the reweighted and “original” histograms shown in Figure 5,
is strong proof that our calculations were fully and correctly
equilibrated.

Figure 7 shows the uncertainties in the contracted free
energy at 228.6 K and 2.2 kbar (see also Sec. II B).

FIG. 7. Uncertainties in the calculated free energy at 228.6 K and 2.2 kbar.
See text for details.
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FIG. 8. “Time” dependence of the mean squared displacement of water
molecules, plotted in double logarithmic coordinates, at 228.6 K, 2.2 kbar
in the simulation window of ρ∗ = 0.90 g/cc, Q∗

6 = 0.05. Black curve is the
average of 32 independent runs. The squared displacement is in units of nm2

and “time” is in millions of MC steps. The red line indicates unit slope (dif-
fusive behavior).

Uncertainties are generally larger in the LDL basin, due to
the long relaxation times, but are always within ±0.46 kBT.

B. Time-dependent behavior

Because of the extremely long relaxation times in the
LDL phase, we investigated diffusive behavior and structural
relaxation to ensure that our free energy calculations were
properly equilibrated. Figure 8 shows the mean-squared dis-
placement (in units of nm2) versus “time” (in millions of
single-molecule MC steps), averaged over 32 independent
runs at 228.6 K and 2.2 kbar, in the (ρ∗ = 0.9 g/cc, Q∗

6
= 0.05 window). Diffusive behavior is attained within ap-
proximately 50 × 106 MC steps, and it takes approximately
600 × 106 MC steps for molecules to diffuse a distance of
1 nm (ca. 3 molecular diameters). In each simulation, time
origins were spaced 0.3 × 106 MC steps apart.

Figure 9 shows the evolution of the Q6 time correlation
function, defined as

CQ6 (t) = 〈Q6 (t) Q6 (0)〉 − 〈Q6〉2〈
Q2

6

〉 − 〈Q6〉2
, (8)

where Q6(t) is the Q6 bond-orientational order parameter at
time t and 〈Q6〉 is the ensemble average. The calculation was
performed at 228.6 K and 2.2 kbar, in the (ρ∗ = 0.9 g/cc, Q∗

6
= 0.05 window). In each simulation, time origins were spaced
0.01 × 106 MC steps apart. Shown in the figure are both the
evolution of the Q6 correlation in each of 32 independent sim-
ulations and their average (thick black curve). It can be seen
that the system exhibits pronounced dynamic heterogeneity,
with the relaxation time τ , C(τ ) = e−1, ranging from ∼2 (av-
erage) × 106 to ∼100 (maximum) × 106 MC steps.

The temporal evolution of the self-intermediate scatter-
ing function, defined as Fs (k, t) = 〈exp [ik. �r(t)]〉, is shown
in Figure 10, where k is the wave vector and �r(t) is the dis-

FIG. 9. Q6 correlation function for 32 parallel independent runs at 228.6 K,
2.2 kbar in the simulation window of ρ∗ = 0.90 g/cc, Q∗

6 = 0.05. Each color
represents a single run. Black thick line is the average over the 32 runs.

placement experienced by a molecule in a time interval t. This
quantity was computed at 228.6 K and 2.2 kbar, in the sam-
pling window ρ* = 0.9 g/cc, Q∗

6 = 0.05 for two wave vectors,
kσ = 5.28 and 9.29, corresponding to the first two peaks in
the static structure factor. The curves shown in Figure 10 are
averages over 32 independent runs, in each of which time ori-
gins were chosen every 0.3 × 106 steps. Relaxation is slowest
at wave vector kσ = 5.28 and the corresponding relaxation
time τ , Fs (kσ = 5.28, τ ) = e−1 is approximately 20 × 106

MC steps. It follows from Figures 8–10 that structural relax-
ation in the LDL phase at the lowest temperature investigated
in this work is approximately 100 × 106 single-molecule MC
steps. This established the criterion for choosing the appro-
priate length of MC runs in this study. In recent molecular

FIG. 10. Self-intermediate scattering function at 228.6 K, 2.2 kbar in
the simulation window of ρ∗ = 0.90 g/cc, Q∗

6 = 0.05 for wave vectors
k = 5.28 σ−1 (blue) and 9.29 σ−1 (black).
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FIG. 11. Time trajectories of three NPT molecular dynamics simulations at
235 K and 2 kbar. Note the spontaneous flipping between the LDL and HDL
phases.

dynamics studies,68 relaxation times of the order of 100 ns
have been reported for the LDL phase.

Figure 11 shows the system’s time-dependent behavior
during NPT molecular dynamics simulations at 235 K and
2 kbar, a condition close to coexistence according to our free
energy calculations (see Figure 4). In very satisfactory agree-
ment with the latter, the system fluctuates between the LDL
and HDL phases. Similar behavior has been reported recently
by Kesselring et al.68 in the ST2 model with reaction field
treatment of long-ranged electrostatic interactions.

C. Effect of Ewald boundary conditions

As stated in Sec. II, we employed vacuum boundary con-
ditions for the Ewald sums in all of our calculations. We

FIG. 12. Effect of Ewald boundary conditions at low temperatures. Time-
dependence of the density, illustrating the formation of a high-density, ice
VII-like crystal in a typical NPT-MC simulation at (228.6 K, 2.2 kbar) using
conducting boundary conditions. The inset shows a typical snapshot of the
configuration at the end of the simulation. Note the strong dipolar order.

have found that using conducting boundary conditions leads
to rapid crystallization to a high-density ice phase (ρ ca. 1.5
to 1.7 g/cc) for T ≤ 235 K and over a broad range of pres-
sures relevant to the present calculations. A typical trajec-
tory is illustrated in Figure 12. The position of the oxygen
atoms in the ice phase is consistent with ice VII but, unlike
ice VII, the crystal obtained in the simulations invariably con-
tains high dipolar order (Figure 12 inset). This behavior was
seen using both our MC and MD in-house codes and has also
been observed by other research groups.77 A similar struc-
ture, but without dipolar order, was seen by Creelman and
Poole78 using reaction field treatment of long-ranged elec-
trostatic interactions.79 Limmer and Chandler employed con-
ducting boundary conditions in their study of the free energy
surface of the ST2 model;64 using hybrid Monte Carlo moves
in their simulations, they did not observe the high-density
crystal phase. The origin of this discrepancy between our re-
sults (Figure 12) and those of Limmer and Chandler (no high-
density ice phase) is not well understood at present. We have
not been able to reproduce their results.

IV. CONCLUSIONS

In this work we have studied the free energy surface
of the ST2 model of water23 with Ewald treatment of long-
ranged electrostatics, as a function of density and a bond-
orientational order parameter that can distinguish crystalline
from amorphous configurations.65 Calculations were per-
formed at two state points (228.6 K, 2.2 kbar) and (235 K,
2.2 kbar) and reweighed to other thermodynamic conditions.
In agreement with our previous results for the same model59

in which we studied the free energy as a function only of den-
sity, we find a phase transition between a low-density and a
high-density liquid (ρ ∼ 0.91 g/cc and ∼1.15 g/cc, respec-
tively). The fact that the two basins are contained within the
range of bond-orientational order probed in our study (Q6

≤ 0.1) shows that the two phases are amorphous, not crys-
talline. Structural relaxation and diffusion calculations, fur-
thermore, confirm that both phases are ergodic, not glassy.
Although our free energy calculations do not require the struc-
tural differentiation of the LDL and HDL phases,80 both of
which lack long-range order, such an analysis would call for
the use of additional order parameters.68

By limiting our sampling to Q6 values lower than 0.1,
we have imposed a constraint on the free energy surface that
we calculate. Metastability is inseparable from constraints:
in their absence, the system will evolve irreversibly towards
a stable equilibrium state, in this case the crystal. In experi-
ments, a property q of a metastable liquid can be studied pro-
vided that the characteristic time τ q needed to measure the
property is appreciably shorter than the time τ out for trans-
formation into the stable phase. Similarly, in simulations, a
metastable system can be studied as long as the structural re-
laxation time needed for adequate sampling of phase space
τα is appreciably shorter than τ out. In the recent interest-
ing work of Moore and Molinero on a coarse-grained model
of water,70 eventually the supercooled liquid can no longer
be equilibrated before it crystallizes (i.e., τα ∼ τ out) and
there is no sign of a liquid-liquid transition at a more modest
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supercooling before this condition is reached. In contrast, over
the range of conditions studied in our work, the ST2 model
exhibits very different behavior, namely, τ out � τα and a
liquid-liquid transition is observed. Under these conditions,
limiting the range of bond orientational order sampled dur-
ing the free energy calculation is both physically realistic and
computationally expedient, because even during long inde-
pendent simulations (e.g., O (30τα)) the system shows no
sign of crystallizing even as its properties fluctuate about their
(meta)stable equilibrium values. One therefore expects that
computing the full free energy surface, including the high-Q6

region, will not alter the low-Q6 region that has been the fo-
cus of this work. This calculation is in progress and will be
reported separately.

Another important and computationally demanding test
is to verify whether the free energy barrier between the two
liquid phases (see, e.g., Figure 4) scales as N2/3, correspond-
ing to the formation of an interface between the coexisting
phases. This calculation requires computing the free energy
surface across a range of system sizes. It, too, is in progress
and will be reported separately.

The separation of structural relaxation and crystalliza-
tion times, a prerequisite for performing the type of calcu-
lations reported here, is clearly dependent on details of inter-
molecular interactions that govern the relative rates of phase
space sampling and crystal nucleation. Accordingly, the ques-
tion of the existence of a liquid-liquid transition, or a lack
thereof, can only be answered on a case-by-case basis. A re-
cent 3 μs-long simulation of an atomistic model of water un-
der deeply supercooled conditions exhibits a clear separation
of relaxation and crystallization time scales such as we re-
port here;81 the same behavior was observed by Kesselring
et al.68 It would be interesting to perform calculations such as
the ones reported herein for a range of models representing
water and other tetrahedral liquids. This would provide cur-
rently lacking information on those aspects of intermolecular
interactions that can give rise to a liquid-liquid transition.

The fact that behavior such as is reported in Figure 12
depends sensitively on the choice of Ewald boundary condi-
tions suggests that details of implementation in the treatment
of long-ranged electrostatics can have a profound effect on
the low-temperature behavior of dipolar systems. The precise
reasons underlying this behavior are not well understood and
deserve further study.

We close by reiterating that model calculations such as
the present one do not address the question of the presence
or absence of a liquid-liquid transition in any given specific
substance, such as water. At present we do not have classical
force fields of sufficient accuracy to address this question, the
answer to which must necessarily come from experiments.
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